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• Human motion analysis vs video retrieval

Overview

• Pose invariant human action recognition from trajectories
• Application to performance optimization in sports

• Video based human action recognition
• Full 3D mesh human pose recovery from monocular video
• Deep Affinity Network for multiple object tracking



Human Motion Analysis is Unique

ECCV 2016 workshops



• Trajectories represent motion – not 
the background or anything else

• Can be generated from MoCap
(skeleton) data which is widely 
available e.g. CMU MoCap

• Fit synthetic 3D humans to MoCap
data and generate motion trajectories

• The trajectories can be projected on 
different camera viewpoints (180)

• Use dummy action labels

Learning from Synthetic Trajectories



Non-linear Knowledge Transfer

H. Rahmani, A. Mian and M. Shah, Learning a deep model for human action recognition from novel viewpoints, PAMI, 2018. 



• Dense Trajectories are extracted from real videos and passed through 
the learned model

• The output of the model is used for action recognition

Action Recognition in Real Videos



• I will show R-NKTM results later

• Let me first show some interesting applications of trajectory based 
motion analysis in sports

Human Performance Optimization



Human Motion Analysis



• Estimating forces and moments exerted 
on the ground (& knee) are critical to
• injury prevention
• optimizing biological motion

• These measurements can only be done 
inside a lab using expensive force plate

• To be able to perform these 
measurements without the force-plate is 
ground breaking because we can bring 
the capability outside the lab

Ground Reaction Forces/Moments



By converting marker data to an image, 

we can transfer CNNs (trained for image classification) 

to estimate ground reaction forces and moments

Marker Trajectory  GRF/Ms

Predicting Athlete Ground Reaction Forces and Moments from Spatio-temporal Driven CNN Models

William Johnson, Jacqueline Alderson, David Lloyd and Ajmal Mian, IEEE Trans on Biomedical Engineering (TBME), Mar 2019.



GRF/Ms Estimation Results



William Johnson, Jacqueline Alderson, David Lloyd, Ajmal Mian, 
“Predicting Athlete Ground Reaction Forces and Moments From 
Spatio-Temporal Driven CNN Models”, IEEE TBME, vol. 66(3): 
689 – 694, 2019.

“On-field player workload exposure and knee injury risk monitoring 
via deep learning”, William Johnson, Ajmal Mian, David Lloyd, 
Jacqueline Alderson, arXiv:1809.08016 , 2019

Full Citation

Follow up Work in Biomechanics

https://arxiv.org/abs/1809.08016


Can we estimate GRF/Ms from IMUs?

Multidimensional ground reaction forces and moments from wearable sensor accelerations via deep learning
W.R. Johnson, A. Mian, M. Robinson, J. Verheul, D. Lloyd, J. Alderson, arXiv:1903.07221 , 2019

https://arxiv.org/abs/1903.07221


Correlations drop but still good



Video based human action recognition

Full 3D mesh human pose recovery from monocular video

Deep Affinity Network for multiple object tracking in video

Video-Based



Learning Human Pose Models

• Learning a CNN that will map an input image to its corresponding pose
(discrete mapping i.e. classification)

• Using the CMU MoCap data again
• Cluster with a skeleton distance metric to select N representative human poses



• MakeHuman software

• Size

• Gender

• Age

• Basic clothing

3D Humans



Multiple Camera Viewpoints + Clothes



• Generate realistic images and videos in Blender

Complete Pipeline

Learning Human Pose Models from Synthesized Data for Robust RGB-D Action Recognition
Jian Liu, Hossein Rahmani, Naveed Akhtar, Ajmal Mian, IJCV 2019 https://arxiv.org/abs/1707.00823

https://arxiv.org/abs/1707.00823


• 180 cameras x 5 human models x 262 shirts x 183 trousers x 2000 
backgrounds x (2 light directions x random intensities)

• Millions of training images with known ground truth

Sample Images with Variations



• We also get depth images from Blender

Depth Images



• Need to minimize distribution gap between real and synthetic images

Generative Adversarial Training

Rendering 
Engine

Refine

Discriminator

-



CNN to Map RGB-D Images to N Poses



• Apply Fourier analysis over CNN output features

• We use a three layer Fourier Temporal Pyramid

Temporal Modeling

FTP

FTP

FTP



• Find the model with highest 
accuracy + lowest output 
feature dimensionality

• GoogleNet (inception v-1) 
used for remaining 
experiments

Select a CNN Architecture



• Raw synthetic images already 
perform quite well

• GAN-refinement the accuracy 
further improves

• Improvement is more for RGB

Does GAN-Refinement Help?



Comparison with SURREAL Data



• 20 subjects

• 30 actions

• 4 viewpoints

• RGB-D videos 
(Kinect-1)

• 640 × 480
RGB resolution

• 320 × 240
Depth resolution

Results on UWA-Multiview-II Dataset



• 56,880 videos (Kinect v2)

• 40 human subjects

• 60 actions including 10 multi-person 
actions

• Changes in viewpoint, 
sensor height/distance

• We were the first to report RGB only 
results on this challenging dataset

• Our RGB only method 
(𝐻𝑃𝑀𝑅𝐺𝐵 + 𝑇𝑟𝑎𝑗) achieves higher 
accuracy than RGB-D methods then

• Our method achieves the highest RGB-
D action recognition accuracy

NTU RGB-D Dataset



Full 3D Human Pose Recovery

Algorithm X
Monocular 
2D Video

3D Video
360𝑜 human

For Every Frame
Human shape parameters 𝛽
Human pose parameters 𝜃
Global 3D rotation 𝑅
2D Translation in image 𝑡
Scale 𝑠



Architecture for 3D Human Pose Recovery



2D joint locations loss

Network Losses (frame-wise)

3D joint locations loss

SMPL parameters loss



• Minimize loss over T 
frames

• Body shape parameters 𝛽
should not change from 
frame to frame

Overall Video-based Loss

𝜃



• Use SMPL model to generate humans for varying shapes
• Linear combinations of shapes 

• Use MoCap data to generate varying poses
• Interpolate poses to generate novel motions

• Clothes??
• Pasting texture on bodies – unrealistic

• Rigid clothes – unrealistic

• Design real clothes and apply a Physics engine to model cloth deformations 
with human motion and gravity – now you are talking!

Training Data ???



• We can generate novel human 
motions using Quaternion 
interpolation between the 
skeletons of very different poses

• On the rights side are motions 
that were never performed by 
anyone

• The transitions are smooth giving 
realistic motions

Pose Interpolation



Pose Interpolation Demo Videos



• MarvelousDesigner (MD7) software is 
used to design clothes from scratch

• Cloth cutting, sewing and its physics 
based redering is performed a given 
MoShed sequence

• Notice how the loose clothing moves 
with the avatar

Designing and Rendering Clothes



MoShed sequences are 
rendered in Blender 
while varying

1. Clothing textures

2. Backgrounds

3. Light sources

4. Camera viewpoints

GigaVision
We can also simulate 
multi-camera, multi-
resolution etc

Clothing Textures, Lighting & Background



We show high resolution videos (720x720) for better visualization. Our network requires only 250x250 resolution.

Sample Videos

Sample data and code to generate more data is available on GitHub https://github.com/liujianee/MVIPER

https://github.com/liujianee/MVIPER


Results on Our Generated Data

Mean Per Vertex Position Error 

Procrustes Analysis (PA) Mean Per Joint Position Error (MPJPE)

Mean Running Shape Variation 

[6] A. Kanazawa, M. J. Black, D. W. Jacobs, and J. Malik, “End-to-end recovery of human shape and pose,” CVPR, 2018.

[36] F. Bogo, A. Kanazawa, C. Lassner, P. Gehler, J. Romero, M. Black, “Keep it SMPL: Automatic estimation of 3d human pose and shape from a single image,” ECCV’16.



• Only 2D joints are available

Results on Human 3.6M Dataset

Procrustes Analysis Mean Per Joint Position Error PA-MPJPE (mm)

Protocol-1: uses samples from all four provided viewpoints for testing, 
Protocol-2: uses only the frontal viewpoint samples.



Qualitative Comparison



Deep Affinity Network

Real time computation of affinity matrix for multiple object tracking in videos

Deep Affinity Network for Multiple Object Tracking
ShiJie Sun, Naveed Akhtar, HuanSheng Song, Ajmal Mian, Mubarak Shah, IEEE TPAMI 2019 arXiv:1810.11780

https://arxiv.org/abs/1810.11780


MOT: Sample Video Results

Deep Affinity Network is available on GitHub (also called Single Shot Tracker SST)
https://github.com/shijieS/SST

https://github.com/shijieS/SST


• Human motion should be studied differently from content based video retrieval

• Synthetic data is useful 
• When real annotated data is not available

• Even when real data is available – improves performance of models trained on real data

• Simple techniques from machine learning and computer vision can have a great 
impact on human performance analysis

• Future/Current work
• Predict ground reaction forces and moments from monocular video

• investigate the quality of walking gait in response to Total and Unicompartmental knee 
arthroplasty surgery

Conclusions and Future Work



Main Contributors

Datasets and code : http://staffhome.ecm.uwa.edu.au/~00053650/

Sample video data and code to generate more  https://github.com/liujianee/MVIPER

Deep Affinity Network (also called Single Shot Tracker SST) https://github.com/shijieS/SST

http://staffhome.ecm.uwa.edu.au/~00053650/
https://github.com/liujianee/MVIPER
https://github.com/shijieS/SST

